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Perioperative investigators and professionals increasingly seek to evaluate whether implementing systematic practice changes improves outcomes compared to a previous routine. Cluster randomized trials are the optimal design to assess a systematic practice change but are often impractical; investigators, therefore, often select a before–after design. In this Statistical Grand Rounds, we first discuss biases inherent in a before–after design, including confounding due to periods being completely separated by time, regression to the mean, the Hawthorne effect, and others. Many of these biases can be at least partially addressed by using appropriate designs and analyses, which we discuss. Our focus is on segmented regression of an interrupted time series, which does not require a concurrent control group; we also present alternative designs including difference-in-difference, stepped wedge, and cluster randomization. Conducting segmented regression well requires a sufficient number of time points within each period, along with a robust set of potentially confounding variables. This method compares preintervention and postintervention changes over time, divergences in the outcome when an intervention begins, and trends observed with the intervention compared to trends projected without it. Difference-in-difference methods add a concurrent control, enabling yet stronger inference. When done well, the discussed methods permit robust inference on the effect of an intervention, albeit still requiring assumptions and having limitations. Methods are demonstrated using an interrupted time series study in which anesthesiologists took responsibility for an adult medical emergency team from internal medicine physicians in an attempt to improve outcomes. (Anesth Analg 2019;129:618–33)

Large randomized controlled trials are generally considered the highest level of clinical evidence.1,2 But individual subject randomization is impossible when entire health facilities or systems implement systemic changes—although such changes may be among the most consequential. For example, it is an enormous, expensive, and complicated process to switch from manual to electronic health records. Such changes are therefore usually simultaneously implemented throughout a facility. Other examples of changes that are typically implemented system-wide include enhanced care pathways, continuous ward monitoring, and alterations in federal reimbursement policies.

The analog of individual subject randomization that applies to system changes is cluster randomization, in which health care units, such as an entire hospital, are randomized to receive an intervention or not.3,4 However, these sorts of trials are expensive and difficult to organize—and thus remain rare. Far more commonly, investigators seek to evaluate the effects of a system change within a single facility. Typically, they use a before–after approach in which summative results during a period before intervention are compared to those thereafter.5,8

The difficulty, though, is that simple comparisons of results before and after a systematic intervention are subject to major biases—all of which can make the intervention appear better than it actually is. For such studies, the 3 major types of bias are time-dependent confounding (especially, improvements over time), regression to the mean,9,10 and the Hawthorne effect, which is a type of observation bias.11,12 These and other biases intrinsic to before–after studies are discussed below, and in more detail by Ho et al.13

Although conventional before–after analyses are weak, there are relatively robust design and statistical approaches that can minimize major biases. Our goal is to elaborate various approaches for assessing systematic changes.9,12 Salient features as well as advantages and disadvantages of each design are given, and designs are discussed from weakest to strongest. We begin by detailing the major threats to internal validity in before–after designs, and then discuss: the simple “after-only” design; designs without concurrent control groups including before–after (short time frame) and interrupted time series (long time frame); the same designs with concurrent controls (ie, difference-in-difference methods); stepped-wedge designs; and finally, cluster randomized trials.

We give particular attention to the interrupted time series design in which there is a substantial and stable period of repeated measurements before and after intervention so that the data in each period can be considered as part of a time series (ie, data measured over time from the same...
entity, such as a hospital). In such designs, the changes in the
time series starting at or after the new policy “interruption”
can often be studied using segmented regression,14 which
effectively compares the slopes over time between prein-
tervention and postintervention periods as well as assessing
whether there was an outcome discontinuity (“jump”) when
the intervention started. It is also possible to test for
deviations between the observed results after intervention
compared to predicted “counterfactual” results expected
had the preintervention trend continued. For example, after
finding that the periods differ on slope, it may be of interest
to investigate whether the point postintervention mean at
a prespecified time point was actually different from what
would have happened without the intervention.14 We apply
segmented regression methods to an observational study of
the impact of an anesthesia-led rapid response team com-
pared to the previous medicine-led rapid response team on rapid response
usage in a large hospital.

**KEY THREATS TO INTERNAL VALIDITY IN A
BEFORE–AFTER DESIGN**

We begin with a description of the key threats to internal
validity in a before–after or interrupted time series design.
Most of these threats can be at least partially controlled
using the more advanced designs and statistical techniques
we discuss in subsequent sections.

**Confounding Bias**

A confounding variable is one that is related to both the
exposure of interest and outcome. Appropriate statisti-
cal analyses can adjust for potentially confounding factors
that are known and accurately recorded. The difficulty, of
course, is that some important confounding factors may not
be known, or may be known but either not recorded or not
recorded accurately.

Because before–after study periods are usually com-
pletely separated in time, a main challenge is trying to
separate the effect of the intervention on outcome from
the effect of time on outcome. By far, the most concern-
ing potential confounding factor in studies comparing
periods before and after a systematic intervention is that
health care generally improves over time, so outcomes
during later periods tend to be better than those during
earlier periods. One can thus not assume that the expo-
sure of interest “caused” the improvement. In fact, much
of the improvement may be from subtle enhancements
across many aspects of care, most of which are difficult or
impossible to quantify. Or they may have resulted from
an important practice change other than the one of inter-
est. Many other factors related to the outcome, observed
and unobserved, may change over time. Attributing all
improvement to the single intervention of interest—ignor-
ing other potentially important interventions—likely
overestimates the effect of the intervention of interest.
As we will explain, an appropriate method to assess the
effect of an intervention in an appropriately designed
before–after study will be to compare the trends over time
between periods instead of comparing the means, and to
do so while adjusting for as many potential confounding
variables as possible.

**Maturation Bias.** A particular type of time-dependent
confounding pertinent to perioperative medicine studies
is maturation bias.15 Providers may grow in general
experience and expertise over the course of a study,
and this improvement might result in improved patient
outcomes, independent of the particular intervention
of interest, and perhaps differentially between the time
periods.

**Instrumentation/Measurement Changes
Between Periods**

Instrumentation or measurement changes related to the pri-
mary outcome between the preintervention and postinter-
vention periods can bias comparison between the periods.

As discussed below, it is possible to partially or largely
adjust for time-dependent confounding by comparing rates
of change before and after an intervention, rather than
just comparing means or incidences between periods. But
when comparing periods on the rate of change over time,
it remains crucial to adjust for patient, provider, and insti-
tutional factors that might confound the analysis—as with
any observational study.

**Regression to the Mean**

Systematic interventions are usually designed to improve
quality and, therefore, often instigated in response to per-
ceived problems. For example, antibiotic use might be
restricted after an outbreak of *Clostridium difficile*. But the
incidence of *C. difficile* infections varies randomly within
hospitals, usually for no apparent reason. A high-incidence
period is thus naturally followed by a low-incidence period
because the incidence returns to its long-term average. This
process is called regression to the mean,9,10 and it occurs
independently of any intervention(s) because it is conse-
quent to random variation. Even a completely useless inter-
vention, which might nonetheless be expensive, will appear
to have improved care when the outcome of interest reverts
from the random high starting value to the mean value. The
best protection against regression to the mean is to evaluate
periods that are long compared to the natural fluctuations
for particular outcomes.

**Placebo and Hawthorne Effects**

Considerable experience shows that outcomes of inter-
est improve when people are simply informed that a topic
is under study. This is known as the Hawthorne effect or
observation bias. Improvements probably result from a
myriad of small factors that improve under observation.
Any major systematic intervention is automatically under
observation just after being implemented. The positive
response to observation will appear to improve outcomes
even if the intervention itself is of no value. The difficulty
is that the outcome improvement is likely to be (falsely) attrib-
uted to the intervention because it is all but impossible to
quantify the Hawthorne effect or to adjust for it, especially
in a before–after study.

Using long study periods (eg, many months or years)
helps as the observation effect wanes with time. But even
after adjusting for confounding bias and accounting for
preintervention and postintervention temporal trends,
placebo and Hawthorne biases may remain because there is rarely a “placebo” intervention in the preintervention period as there would be in a parallel-group randomized controlled trial. A better approach to deal with these biases is to include a concurrent control group, when feasible, and to conduct a difference-in-difference analysis (see section: Before–After and Interrupted Time Series Designs: With a Concurrent Control).

**Historical Events**
When monitoring an outcome over time, it is natural that known historical events, including other interventions, may occur in the postintervention period to enhance the response, independent of the intervention of interest. Or events may occur in the preintervention period to make the outcomes there appear worse than would otherwise be expected. Obvious blips in an outcome over time with a known causes could theoretically be statistically adjusted for in either period using segmented regression, but the details are challenging.

**AFTER-ONLY DESIGN: NO PREINTERVENTION DATA**
The weakest design for attempting to assess the benefit of an intervention is an “after-only” study; that is, when there are no preintervention data and also no concurrent group without the intervention. This approach is essentially a case series, even if the series is large. Consequently, no “effect” or even association can be assessed at all. The study consists of data measured over a short or long period of time when all individuals receive the intervention or policy. In such a design, because there is no before intervention period and no control group without the intervention, researchers cannot make any inference about effectiveness of the intervention or even association between intervention and outcome.

Researchers can observe and summarize the trend over time in the intervention period, but it would be incorrect to conclude that a positive or negative slope is due to the intervention. Such studies can measure change over time but should take great caution to not equate “change” during that period with “effect of intervention,” no matter how convincing the results might appear.

**BEFORE–AFTER AND INTERRUPTED TIME SERIES DESIGNS: WITHOUT A CONCURRENT CONTROL**
The most commonly used approach to assess the benefit of a new policy/procedure outside of the traditional randomized trial or cross-sectional observational study is to compare outcomes after start of intervention with those before the intervention. In such designs, there is no concurrent control group, that is, no group that is similar to the preintervention period and that continued observation into the intervention time frame but without receiving the intervention. We will discuss 2 variations on this design: studies with short observation periods, and those with extended observation periods, which allow segmented regression analysis.

**Short Before–After Periods**
Sometimes there is only a very short period of observation before and even after start of a new policy, such as 1 month. If there is not a concurrent control group, this design is especially weak because observed differences might be due to confounding variables, trends that were changing over time independent of the intervention, or regression to the mean. Confounding of the intervention effect in this setting can arise when there are variables (observed or unobserved) that are associated with both the time period and the outcome and are not adjusted for. Analysis would need to adjust for as many potentially confounding variables as possible, including characteristics of the patient, providers, and institution as appropriate.

Even after thorough adjustment for confounding, the potential for bias remains high. For example, differences between the time periods might be due to the Hawthorne effect, in which individuals modify aspects of their behavior in response to their awareness of being observed and a communal desire for particular outcomes. Improvement related to observation may thus stop or even reverse when monitoring stops, even though the intervention continues.

When an intervention is implemented at a time when outcomes were by chance poor, regression to the mean might occur in the new period, making the intervention look better than it really is. In addition, measurement methods, testing methods, or implementation might change between the time periods. Short observation periods reduce the potential contribution of time-dependent confounding, but increase the risk of regression to the mean. Short study periods also limit the number of patients and outcome events, which can compromise full adjustment for known confounding factors. For all these reasons, short observation periods weaken the analysis and increase the chance of various biases leading to incorrect conclusions.

Concurrent control groups would help here because one could directly compare the observed change from preintervention to postintervention with the change during the same time period (or an analogous one) in a setting in which the intervention was not implemented. (We discuss such “difference-in-difference” designs in the section: Before–After and Interrupted Time Series Designs: With a Concurrent Control.)

**Extended Before and After Periods: Segmented Regression Analysis for Interrupted Time Series**
Our main focus is the common situation in which researchers have data for a substantial period both before and after the intervention of interest, but where there is no concurrent untreated control group. These sorts of data are best analyzed as either an interrupted time series such as segmented regression, change-point analysis, or control charts.

**Comparing Means Is Not Valid.** In a before–after design, independent of the length of time in each period, it is not appropriate to simply compare time periods on the mean of outcome (mean, proportion, or count) collapsed over time because doing so may mask important trends in either or both periods. Most important, there may be a trend in the preintervention period showing that the outcome is improving over time, which might well continue into the postintervention period. Comparing time periods on the means might then show an apparent change between the periods, but little or none of it may be caused by the intervention. Or suppose the preintervention trend has
no change over time for a serious complication, while the postintervention trend shows either a steady decrease or an immediate drop followed by no further change (flat slope). Only showing the means for each period would not sufficiently describe the differences between these intervention effects. Figure 1 displays some of these possibilities, demonstrating why simply comparing means between periods is generally invalid for either a simple before-after or a longer interrupted time series design. Instead, trends over time need to be modeled and compared between periods.

**Segmented Regression.** We focus on segmented regression because it allows investigators to account for preintervention trends and confounding variables. In particular, it allows investigators to ask important questions including: Did the new intervention change outcomes? Was the change abrupt or gradual? When did the change begin? How much change was there? Using segmented regression, we can compare the slopes over time and compare intercepts (or mean of the outcome) from the end of preintervention with the beginning of postintervention periods. We can also test for deviations between the observed data after intervention compared to values predicted as if the preintervention trend had instead continued.18

**Requirements for a Segmented Regression.** In the design phase of a research project to assess the effect of a new health care policy or practice, investigators should carefully evaluate whether or not a segmented regression approach will be feasible. A segmented regression analysis requires a sufficient number of time points (preferably ≥10) both before and after the intervention and ideally includes at least a full calendar year in each period to reduce the risk of results being driven by seasonal trends. Sufficient data are also needed at each time point, which may limit the number of periods that can be considered.14

There should also be clear and visual evidence that the time series in the preintervention period was stable before the intervention—either without change (0 slope) or a fairly consistent positive or negative slope. If the change over time is clearly nonlinear in either period, a straightforward segmented regression approach that fits linear trends in each period would probably not be appropriate. However, there are other options for nonlinear data for which details are beyond the scope of this work. For example, threshold regression or change-point analysis can be used in nonlinear relationships to identify one or more values of the predictor associated with a change in the slope.16,19,20 These approaches might be useful (eg, for determining the point at which an intervention became effective [or lost efficacy]) if the postintervention relationship with outcome is nonlinear. In a variation on segmented regression, a linear preintervention trend could be compared to various time points postintervention, even if the latter period were nonlinear by comparing predicted values under the preintervention trend with what was observed later.

Data for the model can either be aggregated (eg, using the mean of the outcome at each month [“analysis #1” below]) or on the subject/patient level (“analysis #2” below). In general, though, it seems preferable to analyze subject-level data because including more detail and variability in the

**Figure 1.** Possible preintervention and postintervention observed in a before-after study with sufficient time series data. The scenarios demonstrate why simply comparing means between periods is not generally valid for either a simple before-after or a longer interrupted time series design. Instead, trends over time need to be modeled and compared between periods.
outcomes and predictor variables enhances accuracy, and often power. However, aggregating or binning data may help remove some of the effects of autocorrelation, assist in visualizing the trends over time, and is the only option when individual data are unavailable (see Discussion).

**Fitting a Segmented Regression Model.** A basic segmented linear regression model using aggregated data for a continuous outcome can be specified as follows:

$$Y_i = \beta_0 + \beta_1 \text{time} + \beta_2 \text{intervention} + \beta_3 \text{time_post} + \ldots + \beta_p \text{M}_1 \ldots \beta_p \text{M}_p + \epsilon_i$$

(1)

where $Y_i$ is the mean of the outcome for time $t$.

“time” is the value of time (from 1 to $K$) from start of preintervention to end of postintervention, and equals $t$.

“intervention” = 1 for received and 0 if not received at time $t$.

“time_post_intervention” equals 0 if preintervention and otherwise equals number of time periods from start of intervention to current time period.

[$\text{ie, intervention (1,0) \times (time – intervention start time + 1)}$], $\text{M}_1 \ldots \text{M}_p$ are the means of the ($p - 3$) covariates at time period $t$.

$p$ is the total number of variables in the model, and

$\beta_0$ is the baseline level of the outcome at time 0.

$\beta_1$ is the slope in the preintervention period.

$\beta_2$ is the change in the mean of the outcome just after start of intervention.

$\beta_3$ is the difference in slopes between post- and preintervention periods (ie, post – pre).

Using Equation 1, we estimate the slope in the preintervention period, $\beta_1$, and the difference in slope between the preintervention and postintervention periods (post – pre), $\beta_3$. A nonzero value of $\beta_3$ indicates a change in the temporal trends between the periods. For example, a stable zero-slope trend on the outcome in the preintervention period might have become either a positive or negative slope in the postintervention period, or a negative slope might have changed to zero slope or positive slope. Although not directly estimated in this model, the slope for postintervention is $\beta_1 + \beta_3$. Model 1 also estimates $\beta_0$, the change in the mean of the outcome from end of preintervention to start of intervention. An analogous model to 1 can easily be constructed if data are analyzed on the subject level instead of aggregated, where outcome $Y_i$ would represent the outcome measured for a subject $i$ at a particular time $t$. (Note: we do not imply that the same subject is measured over time although that can be accounted for by incorporating a random effect for subject, for example.)

**Technical Note on Segmented Versus Traditional Regression.** A segmented regression differs from the traditional model with factors for group, time, and group × time interaction, particularly in the meaning and values for the $\beta_2$ parameter corresponding to the intervention effect. In a traditional (linear) model in which the interaction parameter is simply the product of a time variable (eg, from 1 to $K$, with $K$ total time intervals) and group variable coded 1 and 0, $\beta_2$ is the mean of the intervention group at time 0. In contrast, for segmented regression, $\beta_2$ is the difference between the predicted mean at the start of the intervention compared to at the end of preintervention. Otherwise, the parameters for intercept, time, and group × time have the same values and meanings as a traditional model.

Outcome variables in our application data below are binary, as is the case with many health care interventions.

We therefore demonstrate a segmented regression model using logistic regression for a binary outcome on aggregated data, such that the outcome is expressed for a given time interval (say week, month, or quarter) as # events/# trials, equal to the proportion of subjects having the event in the given time interval. This formulation appropriately accounts for the potential variation in the denominator and the differing variances association with each estimated proportion to protect type I error should be made. However, the above design might result in an improved mean at the start of intervention, but a worsening slope over time, for example. Therefore, a more robust design might include inference on both parameters at the same time in a “joint hypothesis test.” For example, investigators might require an improved intercept ($\beta_1 \neq 0$) and/or improved slope ($\beta_2 \neq 0$), but also require that neither was “worse,” or in the wrong direction. Thus, authors could first require noninferiority on both parameters and then superiority on at least one.

**Segmented Regression in Generalized Linear Model Framework.** More generally, the most appropriate form of a segmented regression model for a specific application would be chosen based on the distribution of the outcome variable and model fit. As with standard regression modeling, a generalized linear model framework assuming the exponential family can be considered, with the analyst choosing the appropriate distribution for the outcome variable and the corresponding “link function” (ie, relationship between the right side of model and the mean of the outcome on left) for the application at hand.

For example, with continuous and roughly normally distributed data (particularly, normally distributed residuals), a linear regression model would often be appropriate, that is, using the identity link function as in Equation 1. For binary data, a logistic regression model would be appropriate (ie, using a logit link), either for the aggregated data using the # events/# trials setup or for subject-level data using a traditional logistic regression model. Alternatively, aggregated binary data could be analyzed as a count assuming either a Poisson or negative binomial distribution with log link while adjusting for the total sample size for a given interval as an offset. Whatever model is chosen, it is incumbent on the analyst to assess model assumptions, as with any other analysis.
over time because the variance of a proportion is a function of that proportion. Such models are better than trying to model aggregated binary outcome data using linear regression because the latter can generate nonsensical values such as proportions <0 or >1. A segmented regression model for aggregated binary data can be expressed as follows:

$$\logit (P) = \frac{\# \text{events} / \# \text{trials}}{\# \text{trials}} = \beta_0 + \beta_1 \text{time,}$$

$$+ \beta_2 \text{intervention,} + \beta_3 \text{time_post,} + \beta_4 \text{M}_1 + \cdots + \beta_n \text{M}_p$$

(2)

where \(P\) is the proportion of events per time interval, \(\beta_0\) is the intercept, \(\beta_1\) is the change in log-odds of outcome per increment in time interval in preintervention period; exponentiated \(\beta_1\) is change in odds of outcome (ie, odds ratio) per increment in time period.

\(\beta_2\) is change in log-odds of outcome just after the start of intervention; exponentiated \(\beta_2\) is change in odds of outcome (ie, odds ratio) just after the start of intervention.

\(\beta_3\) is difference in log-odds of outcome per unit time between post- and preintervention periods.

For example, a value of 0.123 for \(\beta_1\) would mean that the log odds of the outcome increases 0.123 for a difference of 1 in the time variable (eg, 1 month) in the preintervention period; exponentiating \(\beta_1\) gives an odds ratio of \(e^{0.123} = 1.13\), meaning that the odds of outcome is 13% higher for an increase of 1 time unit. A value of 0.4 for \(\beta_2\), exponentiated to 1.49, would mean that the odds of the outcome increased about 50% from the end of preintervention to just after the start of intervention.

For analysis on the subject/patient level (analysis #2), differences from Equation 2 are that the outcome \(Y_I\) is not a summary for a certain time interval, but rather the outcome value for the \(i\)th individual at a particular time; values for “time” would correspond to the relevant date for an individual’s outcome measurement; and the covariates \(M\) are not means for an interval but rather patient or system/provider/seasonal values linked to the individual. An example is given in the applications section.

When conducting a segmented regression, researchers may find that some of the main parameters of interest (eg, \(\beta_1\), \(\beta_2\), or \(\beta_3\) in Equation 1 or 2) are not significant, suggesting that the model could be simplified. For example, if the slopes do not differ between periods (ie, test of \(H_0: \beta_1 = 0\) in Equation 1 nonsignificant), one might fit a reduced model that only includes time, the intervention, and indicated confounders. But while such parsimony might seem intuitive from a general modeling perspective, it can be problematic in segmented regression. For example, the intervention effect in a model with only time and intervention effects would be interpreted as the difference between interventions at any point in time, even though it would not make sense to compare them at any point in time because the periods are completely separated by time. If both the time (\(\beta_1\)) and time after intervention (\(\beta_2\)) variables were nonsignificant, a model with only the intervention and confounding variables might be tempting. But it is nonetheless nearly always preferable to use a full model, which provides a more precise estimate of the effects of interest.

**Predictions: With Versus Without Intervention.** From the model in 2 (or similarly 1), we can also test whether the trend modeled with the observed data in the intervention period differs from what would be expected if the preintervention trend continued unabated. Such testing should be specified in the design phase of the study. For example, investigators might plan to test at 12 and 24 months after the start of intervention whether or not the resulting mean of the outcome, as predicted by the postintervention regression line, differs from the projection of the preintervention trend. Given a significant change in the slope, for example, it might be important to test whether there is evidence that means at certain time points are different from what was expected without the intervention. In fact a difference in slopes with no change in intercept implies that the true means with versus without intervention would in fact differ at postintervention times. However, the below testing is important because researchers may want to know at what point the differences are detected, taking into account the observed variability in the data and postintervention regression line as well as the uncertainty in the counterfactual projection.

Equations 3 and 4 below show the predicted values of the outcome at a particular time point (called “predict \(t\)”) after the start of the intervention, with and without consideration of the intervention data, respectively. We use the \(^\wedge\) (or “hat”) on top of model parameters here and throughout the manuscript to indicate estimates of the true population parameters, for example, when using the derived model for prediction.

$$\logit(\hat{P}_{\text{predict } t \text{ (with) } = \hat{\beta}_0 + \hat{\beta}_1 \text{ predict } t + \hat{\beta}_2 1 + \hat{\beta}_3 \text{ (predict } t - \text{ start } t + \hat{\beta}_4 \text{ M}_1 + \cdots + \hat{\beta}_p \text{ M}_p})$$

(3)

$$\logit(\hat{P}_{\text{predict } t \text{ (without) } = \hat{\beta}_0 + \hat{\beta}_1 \text{ predict } t + \hat{\beta}_4 \text{ M}_1 + \cdots + \hat{\beta}_p \text{ M}_p})$$

(4)

Then the difference between the predictions in Equations 2 and 3 is as follows:

$$\hat{\beta}_1 + \hat{\beta}_3 \text{ (predict } t - \text{ start } t),$$

(5)

where “Start \(t\)” is the time indicating end of the preintervention period, “Predict \(t\)” is the time point of interest, and where Equation 5 is an estimate of the absolute difference in the predicted logit of the outcome (assuming a logistic regression model) at the prediction time of interest, with versus without considering the effect of the intervention.

The standard error for the difference in predictions in Equation 5 is calculated using the formula for the variance of a difference, then taking the square root, and estimated by the following:

$$\text{SE}(\hat{\beta}_1 + \hat{\beta}_3 \text{ (predict } t - \text{ start } t) = \sqrt{\text{var}(\hat{\beta}_1) + \text{var}(\text{predict } t - \text{ start } t) + \text{cov}(\hat{\beta}_1, \text{predict } t - \text{ start } t))}$$

(6)
Accounting for Autocorrelation Over Time. Segmented regression uses data measured over time from the same institution, department, or organization. In such time series, data observations that are set distances apart (eg, 1 week or 1 month) may be correlated with each other. Failing to account for this natural phenomenon in a time series analysis can give incorrect results.

The good news is that much of the autocorrelation in a segmented regression analysis may be removed by appropriate adjustment for confounding variables. Nevertheless, researchers should assess the autocorrelation in the model residuals after adjusting for confounding. This can be done by creating a correlogram, which is a graphical method to assess the degree of autocorrelation for successive data that are various increasing distances apart (eg, lag1, lag2, etc). In a simple analysis, evidence of autocorrelation with the previous observation would typically be indicated by a Durbin–Watson statistic of <2. Sometimes autocorrelation can be removed by simply analyzing the difference between successive data points as opposed to the data points themselves. Still, the actual autocorrelation may be complex and depend on multiple factors that are beyond the scope of this article.

Lagarde gives an example in which there is noticeable first-order autocorrelation (ie, errors in one period correlated with errors in the next consecutive period), with Durbin–Watson statistic of 1.23, and where estimates of the parameters of interest vary considerably depending on whether the adjustment is made or not. A challenge is that adjusting for autocorrelation can lead to a variance that is too small if not done correctly. Basic SAS code (SAS Institute Inc, Cary, NC) for making the adjustment using linear regression can be found at the end of Supplemental Digital Content 1, Document, http://links.lww.com/AA/C788. Different ways of coding the time variables are explained by Ostrom. Analyzing aggregated data may help remove some of the autocorrelation, with the best way to do this varying by application.

BEFORE–AFTER AND INTERRUPTED TIME SERIES DESIGNS: WITH A CONCURRENT CONTROL

Adding a concurrent control group that did not receive the intervention in either period allows researchers to compare their before–after experience with a control. This approach is a substantial improvement over a design with no concurrent control.

Difference-in-Difference Approach

If a before–after design also has a concurrent control group that did not receive the intervention in either period, inference can often be improved by using the “difference-in-difference” analytic approach. This approach compares between-period changes in cohorts that received the intervention with changes in similar cohort(s) that did not, over a similar time frame. It can be used with either short or long preintervention and postintervention time periods.

As in any cohort comparison, a key aspect of such a design is choice of an appropriate reference group or groups. The control(s) should be as similar as possible to the setting in which the intervention was implemented, including complete or considerable overlap in time, and ideally differ from the experimental setting only by the intervention. For example, a concurrent control group for assessing the impact of a new policy on cardiac surgery patients in one hospital might be a similar hospital in the same city, or better, another floor in the same department in the same hospital (assuming internal contamination can be avoided).

Simple Difference-in-Difference Method. Analysis for the simple difference-in-difference approach involves comparing the preintervention-to-postintervention change (eg, difference in means) in a unit (eg, hospital or department) in which some subjects were exposed to the intervention in the post period with the preintervention-to-postintervention change during the same time period in a unit that was not exposed. While numerous time points can be used preintervention and postintervention, the simple difference-in-difference method does not compare the changes over time from before and after intervention versus concurrent trends without intervention. Instead, it compares the difference in means before and after intervention with the difference in means for similar time period(s) without the intervention.

A main assumption for this simple difference-in-difference approach is the “parallel trend” assumption, meaning that the trends over time in the groups being compared are expected to be the same if it were not for the effects of the intervention in one of the groups. Therefore, it is important to confirm that preintervention trends were similar in the exposed and control populations. Then, in the difference-in-difference approach, researchers should adjust for as many potentially confounding variables as possible because the treated and concurrent control groups might differ in important ways that change over time. A key assumption is that unmeasured variables are not true confounders; that is, they either differ between groups but do not change over time (ie, are time invariant) or are time-varying factors that do not differ between groups. This implies that a graph of the data plotted over time should resemble a set of parallel lines.

A basic difference-in-difference analysis can be formulated as a direct extension of the simple before–after comparison of means. The basic approach is to fit a regression model of the outcome Y as a function of cohort type (Exp = 1 for experimental cohort and 0 for concurrent control), time period (ie, Intervention = 0 for pre [or “no”] and 1 for post [or “yes”]), cohort-by-time period interaction = Exp × Intervention (the effect of interest), and a set of potentially confounding variables M (modeled here as a vector), as follows:

\[ Y_t = \beta_0 + \beta_1 \text{Exp}_t \times \text{Intervention} + \beta_2 (\text{Exp}_t \times \text{Intervention}) + \beta_3 M \]

where Y_t is, for example, the outcome for a subject in the gth cohort in time period t. For this simple model, subjects are assumed to have been measured once, so data are independent. We assess whether the difference between time
periods is consistent for cohorts that did and did not receive the intervention. The parameter of interest is thus $\beta_4$, the cohort-by-time period interaction, which estimates the difference between experimental and control cohorts on the difference in means between periods 0 and 1.

The simple $2 \times 2$ difference-in-difference design in Equation 7 can be generalized to include multiple time periods so that an entity such as a state or hospital could be modeled as being on or off the intervention (Exp = 1 or 0) during any number of periods, as in the following example:

$$Y_{it}=\beta_0 + \beta_1 \text{Exp}_{it} + \beta_2 \text{Period}_{it} + \beta_3 \text{Exp}_{it} \times \text{Period}_{it} + u_i + \varepsilon_{it}$$

(7.5)

Where $Y_{it}$ is an outcome within the $i$th unit (eg, hospital or state) in a certain period and either on or off the intervention, and where $u_i$ is a fixed-effect indicator for the $i$th unit (eg, hospital or state), with separate indicator and $\beta$ coefficient ($\beta_3$) for each unit. This might be a linear mixed-effects model, which would also consider unit as a random effect or otherwise account for the potential within-unit correlation across multiple periods and exposures.

Models can also be generalized to account for secular trends, to assess further interactions, and to accommodate a continuous intervention. For example, Sun et al. used a difference-in-difference approach to assess the effect of “opt-out” regulation on access to surgical care for urgent cases in the United States using the National Inpatients Sample. They modeled the outcome of interest, whether a particular surgery was received by a patient, as a function of whether a particular state was in opt-out status for the given year, a year indicator, state indicator, confounding variables (patient, state, and national), and trends over time within state.

**Segmented Regression With Difference-in-Difference.** Interrupted time series designs can be strengthened by adding a concurrent control unit or group that did not receive the intervention. That is, segmented regression methodology can be expanded to include units or institutions for which no intervention was implemented during the study time period, but for which all other variables of interest have been collected. The segmented regression pre-to-post differences in slopes and intercepts in settings that did receive intervention can then be compared to the analogous differences in the contemporaneous unexposed cohort(s). This approach is expected to remove more bias due to changes in secular trends compared with segmented regression without a concurrent control, thereby improving the reliability of inferences.

A segmented regression model using difference-in-difference might expand on Equation 1 as follows:

$$Y_i = \beta_0 + \beta_1 \text{time}_{i} + \beta_2 \text{intervention}_{i} + \beta_3 \text{time}_{i} \times \text{intervention}_{i} + \beta_4 \text{Exp}_{i} + \beta_5 \text{Exp}_{i} \times \text{time}_{i} + \beta_6 \text{Exp}_{i} \times \text{intervention}_{i} + \varepsilon_i$$

(8)

where $\text{Exp} = 1$ for the experimental cohort and 0 for the concurrent control, and $\beta_4$, $\beta_5$, and $\beta_6$ compare cohorts (Exp = 1 vs 0) on the segmented regression parameters in model 1. For example, $\beta_5$ measures the difference between cohorts on preintervention slope, $\beta_6$ compares cohorts on change in intercept at start of intervention, and $\beta_7$ compares cohorts on the change in slope between periods. An intervention might be considered effective in this model if either or both parameters $\beta_6$ or $\beta_7$ were found to differ from 0, following a joint hypothesis setup discussed earlier after Equation 1.

**Advanced Difference-in-Difference Methods.** Difference-in-difference methods can be expanded to directly adjust for additional factors when estimating the treatment effect, such as known confounding variables, in what is called a difference-in-difference-in-difference method. For example, one can first estimate the difference-in-difference to compare hospitals that did versus did not experience the intervention across similar time periods, and then subtract off the within-hospital difference for a factor that may be confounding the comparison of interest.

**Stepped-Wedge Cluster Randomized Trials**

A new policy or practice can also be tested in a stepped-wedge cluster randomized design. In this design, clusters such as hospitals, hospital units, or practices all start without the intervention and are randomly started on the intervention at the same time as would happen in a cluster randomized trial, and when individual randomization and intervention concealment are not practical. More steps are better, and each step should be long enough to observe outcomes on patients. Delayed rollout and delayed treatment effects within a step can decrease power. Careful planning is required to avoid this issue altogether, although statistical approaches can be used to adjust for the fraction of the optimal follow-up time that was experienced in a step. There may also be problems with contamination due to long periods between initial recruitment and intervention start. A stepped-wedge design usually requires fewer clusters than a parallel design but more measurements per cluster. The magnitude and variance of treatment effect heterogeneity between clusters should be considered in sample size calculations.

While a before–after design is completely confounded by time, stepped-wedge designs have overlap and are thus only partially confounded by time. Because introduction of the intervention is staggered over time with a higher percentage of clusters under the intervention toward the end, and because many potentially confounding factors also change over time, the analysis must include adjustment for trends over time, usually accomplished by including a variable indicating the timing of each “step.” Trends over time within each step may also be assessed, accounted for, and compared to preintervention periods as with an interrupted time series. Thus, modeling can be used to separate time and intervention effects.
Traditional Cluster Randomized Trials
Arguably, the strongest approach to evaluation of systematic changes that preclude individual randomization is a cluster randomized trial in which all clusters are randomized in a parallel fashion to either intervention or control.\(^3,4\) This design removes bias associated with changing trends over time, so that all intervention groups experience the same changes, at least within the randomized strata. Sample size for a cluster randomized trial is based largely on the number of clusters and the expected within-cluster correlation; adequately powered trials thus typically require many clusters.\(^42,43\) Cluster randomized trials are challenging to organize and execute; thus, they remain rare. Nonetheless, cluster randomization is the preferred approach for quantifying effects of system changes when they are logistically practical.\(^44\)

Sample Size and Power Considerations
See the section on requirements for a segmented regression for basic data requirements to appropriately fit a segmented regression model. As with any study, power for the primary outcome should be estimated when designing before-after or interrupted time series studies. For segmented regression, authors should specify the change in slope and/or intercept between the preintervention and postintervention periods that they want to be able to detect with sufficient power. Existing monthly summary data might be used, for example, to estimate a slope and standard error in hypothesized preintervention and postintervention periods. When practical, the best approach is to use existing data for the preintervention period that will provide an accurate estimate of the preintervention slope, and then, for example, calculate the difference in slopes (post − pre) that they would have sufficient power to detect under the circumstances.

Sample size calculations for a study using segmented regression to analyze time series data should include total sample size for each period, number of intervals in each period, effect size (difference in slopes and/or intercepts between periods), and the expected autocorrelation over time.\(^45\) In their 2011 article, Zhang et al\(^15\) detail approaches with examples and offer a SAS program on request. Kontopantelis\(^46\) wrote a STATA module for simulation-based power calculations for interrupted time series designs, but it only tests for level changes and not changes in slope. Penfold and Zhang\(^47\) gives an example of the database needed to conduct an interrupted time series, as well as SAS code to implement a difference-in-differences model. For stepped-wedge and cluster randomized trials, Hemming and Taljaard\(^48\) provide excellent guidance on sample size calculations.

For a cluster randomized trial, the total required sample size is a function of the number of subjects per cluster, the number of clusters, and the expected intraclass correlation. The total required sample size can thus be calculated as the product of the sample size required for a traditional parallel-group randomized trial and what is called the “design effect” or variance inflation factor, \(1 + (n - 1) \rho\), where \(n\) is the average cluster size and \(\rho\) is the intraclass correlation. In general, lower cluster size with more clusters, along with lower intraclass correlation, will decrease the total sample size.\(^49,50\)

APPLICATION OF SEGMENTED REGRESSION TO THE ADULT MEDICAL EMERGENCY TEAM STUDY
Starting in 2012, a group of clinicians at the Cleveland Clinic restructured the rapid response team to be anesthesiologist led, based on the hypothesis that the change would improve the AMET results by decreasing cardiopulmonary attacks and in-hospital mortality. For our application of these methods, we assess the tertiary hypothesis that the change would increase the number and percent of rapid response team calls among all eligible patients (“rapid response”).

We used data from this currently unpublished study to conduct a segmented regression analysis that assessed the relationship between the restructuring of care and the 3 outcome variables, especially rapid response. The preintervention period ran from January 1, 2009, to December 31, 2011 (3 years), and the intervention period from January 1, 2012, to December 31, 2016 (4 years). The analysis included full data on 151,145 cases on 93,970 hospitalized patients, of whom 44% were in the preintervention period and 56% thereafter. SAS code for the main analyses is given in Supplemental Digital Content 1, Document, http://links.lww.com/AA/C788.

In this application, we stipulate that the intervention will be deemed effective if there is either an improvement in the slope (ie, \(\beta_1 \neq 0\) in Equation 2 in the “benefit” direction) and/or a sudden improvement in the outcome (ie, \(\beta_2 \neq 0\) in the “benefit” direction) corresponding with the intervention, and that the intervention is at the same time not found to be worse (inferior) on either outcome. Because significance on either of the 2 tests for benefit would allow a conclusion that the intervention was effective, a Bonferroni correction should be applied to the significance criterion (eg, 0.05/2 = 0.025).\(^52\)

Crude Results (Ignoring Time Trends)
We begin with a naïve comparison between the periods, as discussed above in the section Comparing Means Is Invalid. Over the study period, the percentage of all cases in the preintervention and postintervention periods experiencing rapid response was 1.7% vs 3.6% \((P < .001)\). Results were similar using the first record for each patient.

While these results are in the expected direction and statistically significant, we cannot accurately conclude that the difference is due to the intervention because we ignored the preintervention and postintervention trends over time. For example, clear trends over time in the rapid response outcome are evident from Figure 2. We also ignored confounding due to other factors. A more appropriate analysis is to consider 2 distinct segmented regression analyses to compare the periods—first using aggregated monthly data and then using data from individual patients.

Analysis 1: Aggregated Data
A sample of the monthly aggregated data in the Adult Medical Emergency Team study is given in Table 1, and raw (unadjusted) data for the outcome over time for each time period are given in Figure 2. We aggregated the data by month mainly to be able to display the trend and its linearity and stability in the outcome over time. We chose 1-month intervals because that gave sufficient data for each
interval, and also a sufficient number of intervals within each period to allow visualization and modeling of the relationship over time.

We focus our exposition of methods on the rapid response outcome variable—the proportion of available patients in the given month in whom the rapid response team was called. Data were modeled using logistic regression with the outcome defined as # events/# trials for each month, as in Equation 2, where “# events” was the number of rapid response calls, and “# trials” was the number of available patients for a given month. In the final model, we adjusted for a robust list of potential confounding variables (as the mean for a given month) including patient age, body mass index, surgical versus medical status, and 8 comorbidities including history of renal failure, liver disease, solid tumor without metastasis, obesity, unintended weight loss, anemia, drug abuse, and depression. The model was derived by including as many biologically plausible potential confounding variables as possible without overfitting. The entire list of potential confounding variables is summarized between periods in Supplemental Digital Content 2, Appendix, Table A1, http://links.lww.com/AA/C787.

**All Data, Confounder Adjusted.** Results at the top of Table 2 indicate that: (1) the preintervention log-odds ratio for the rapid response outcome over time (“months” variable), or slope, was significantly greater than 0 (odds ratio [95% CI] of outcome for a 1-month increase of 1.04 [1.03–1.05], $P < .001$) testing whether $\beta_i$ in Equation 2 equals 0; (2) there was not a statistically significant increase or jump in the odds of the outcome from just before to just after the start

---

**Table 1. Adult Medical Emergency Team Study Monthly Dataa From Cleveland Clinic (2009–2016)**

<table>
<thead>
<tr>
<th>N</th>
<th>No. of Rapid Responses</th>
<th>% Rapid Responses</th>
<th>Time (mo)</th>
<th>Interventions (1 = Anesthesia Led)</th>
<th>Time Postintervention (~36 mo)</th>
<th>Monthly Means for Confounders</th>
</tr>
</thead>
<tbody>
<tr>
<td>1867</td>
<td>11</td>
<td>0.59</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>56.42, 28.72, 0.08</td>
</tr>
<tr>
<td>1868</td>
<td>12</td>
<td>0.71</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>55.88, 28.63, 0.08</td>
</tr>
<tr>
<td>1922</td>
<td>14</td>
<td>0.73</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>56.05, 29.50, 0.09</td>
</tr>
<tr>
<td>1899</td>
<td>22</td>
<td>1.16</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>56.11, 29.18, 0.09</td>
</tr>
<tr>
<td>1821</td>
<td>19</td>
<td>1.04</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>56.23, 28.60, 0.09</td>
</tr>
<tr>
<td>1578</td>
<td>19</td>
<td>0.96</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>56.03, 28.67, 0.09</td>
</tr>
<tr>
<td>2020</td>
<td>24</td>
<td>1.19</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>56.20, 28.74, 0.08</td>
</tr>
<tr>
<td>1958</td>
<td>19</td>
<td>0.97</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>56.19, 29.08, 0.10</td>
</tr>
<tr>
<td>1940</td>
<td>29</td>
<td>1.49</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>56.45, 28.98, 0.08</td>
</tr>
<tr>
<td>2058</td>
<td>39</td>
<td>1.90</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>55.36, 29.20, 0.09</td>
</tr>
<tr>
<td>1956</td>
<td>58</td>
<td>2.97</td>
<td>37</td>
<td>1</td>
<td>1</td>
<td>56.26, 28.99, 0.11</td>
</tr>
<tr>
<td>1779</td>
<td>47</td>
<td>2.64</td>
<td>38</td>
<td>1</td>
<td>2</td>
<td>56.09, 28.94, 0.10</td>
</tr>
<tr>
<td>1934</td>
<td>38</td>
<td>1.96</td>
<td>39</td>
<td>1</td>
<td>3</td>
<td>55.87, 29.50, 0.10</td>
</tr>
<tr>
<td>1817</td>
<td>46</td>
<td>2.53</td>
<td>40</td>
<td>1</td>
<td>4</td>
<td>56.06, 29.65, 0.09</td>
</tr>
<tr>
<td>1884</td>
<td>46</td>
<td>2.44</td>
<td>41</td>
<td>1</td>
<td>5</td>
<td>56.61, 29.16, 0.12</td>
</tr>
<tr>
<td>1757</td>
<td>38</td>
<td>2.16</td>
<td>42</td>
<td>1</td>
<td>6</td>
<td>55.94, 29.19, 0.11</td>
</tr>
<tr>
<td>1856</td>
<td>49</td>
<td>2.64</td>
<td>43</td>
<td>1</td>
<td>7</td>
<td>55.54, 28.71, 0.09</td>
</tr>
<tr>
<td>1945</td>
<td>56</td>
<td>2.88</td>
<td>44</td>
<td>1</td>
<td>8</td>
<td>55.10, 29.26, 0.10</td>
</tr>
<tr>
<td>1869</td>
<td>52</td>
<td>2.78</td>
<td>45</td>
<td>1</td>
<td>9</td>
<td>54.57, 28.64, 0.10</td>
</tr>
</tbody>
</table>

---

Variable and monthly means for confounders represent the mean across all cases for each month of the study. “Intervention” is 1 for the intervention period (anesthesia-led adult medical emergency team, started in month 37) and 0 for preintervention period (general physician led).

Sample of monthly data used in the section Application of Segmented Regression to the Adult Medical Emergency Team Study.
of intervention (odds ratio [95% CI], 0.85 [0.68–1.06], P = .16 testing whether \( \beta_2 = 0 \); and (3) the trend over time (the slope, or log odds of outcome over time) was decreased after the intervention compared to before, with an estimated change (95% CI) in log-odds ratio per month of 0.98 (0.96–0.99), \( P < .001 \) testing whether \( \beta_3 = 0 \). Because the change in slope was in the wrong direction (ie, indicating “inferior” to preintervention trend), the intervention was not deemed effective by this analysis.

A change in log-odds ratio (ie, the slope) can be visualized with the unadjusted results in Figure 2 in which there appears to be a positive trend in the preintervention period that is slightly attenuated in the postintervention period. Note that the vertical axis for Figure 2 is appropriately on the logit scale to coincide with the logistic regression model. If the data were instead plotted on the actual scale by plotting the actual percent or proportion with the outcome, the conclusion from the plot and a corresponding analysis on that raw scale (eg, using linear regression on the percent with outcome each month) might well be different—and incorrect.

We assessed the goodness of fit of the above model using the Hosmer–Lemeshow goodness-of-fit test, with a resulting \( P = .03 \), indicating some evidence of lack of fit. A plot of standardized Pearson residuals showed several residuals with absolute value >2, and one of them (the last observation) >3. Removing the data point with the largest residual (−3.3, the final month in the study) improved the fit of the model (\( P = .26 \)); this gave an almost identical estimate of the difference in slopes (\( P \) value still <.001), but now shows a statistically significant drop at the start of intervention (\( P = .034 \) compared to \( P = .16 \)). But because there is no particular reason to believe the last month’s data were erroneous, we retain the original model as the primary result. From a plot of the confounder-adjusted residuals over time, there did not appear to be evidence of strong autocorrelation over time (data not shown). Residuals also appeared to be normally distributed, both visually and passing the Shapiro–Wilks test for normality.

### First Record Per Patient

Table 2 shows a statistically significant change (improvement) in slope postintervention. Time: months since start of study (1–36 preintervention and 37–79 postintervention). Intervention: 0 for preintervention, 1 for post. Time_post: equals 0 in preintervention period and starts at 1 for first month in postintervention.

A change in log-odds ratio (ie, the slope) can be visualized with the unadjusted results in Figure 2 in which there appears to be a positive trend in the preintervention period that is slightly attenuated in the postintervention period. Note that the vertical axis for Figure 2 is appropriately on the logit scale to coincide with the logistic regression model. If the data were instead plotted on the actual scale by plotting the actual percent or proportion with the outcome, the conclusion from the plot and a corresponding analysis on that raw scale (eg, using linear regression on the percent with outcome each month) might well be different—and incorrect.

We assessed the goodness of fit of the above model using the Hosmer–Lemeshow goodness-of-fit test, with a resulting \( P = .03 \), indicating some evidence of lack of fit. A plot of standardized Pearson residuals showed several residuals with absolute value >2, and one of them (the last observation) >3. Removing the data point with the largest residual (−3.3, the final month in the study) improved the fit of the model (\( P = .26 \)); this gave an almost identical estimate of the difference in slopes (\( P \) value still <.001), but now shows a statistically significant drop at the start of intervention (\( P = .034 \) compared to \( P = .16 \)). But because there is no particular reason to believe the last month’s data were erroneous, we retain the original model as the primary result. From a plot of the confounder-adjusted residuals over time, there did not appear to be evidence of strong autocorrelation over time (data not shown). Residuals also appeared to be normally distributed, both visually and passing the Shapiro–Wilks test for normality.

### Predictions “With” Versus “Without” Intervention

From this model, we can also test whether, for example, the trend modeled with the observed data in the intervention period differs from what would have been expected if the previous trend would have continued. We did this by applying Equations 3, 4, and 5 below (* indicates application of previously defined equations of the same number):

\[
\logit(\hat{P}_{60\text{(w/o)}}) = \hat{\beta}_0 + \hat{\beta}_1 \times 24 + \text{covariates}, \quad (3) *
\]

\[
\logit(\hat{P}_{60\text{(w/o)}}) = \hat{\beta}_0 + \hat{\beta}_1 \times 24 + \text{covariates}, \quad (4) *
\]

Then the difference between (3)* and (4)* is

\[ \hat{\beta}_1 \times 24, \]
which gives an estimate of the absolute difference in the predicted logit of the outcome at 60 months (ie, 24 months after the start of intervention) between the preintervention trend and the postintervention trend.

Our estimates give \( \text{logit}(\hat{P}_0\text{[with intervention]}) - \text{logit}(\hat{P}_0\text{[without intervention]}) = 1.493 - 2.196 = -0.703 \) or using \( 5^\circ \), equals \( \hat{\beta}_2 \times 1 + \hat{\beta}_3 \times 24 = -0.1579 - 0.0237 \times 24 = 0.0198 - 0.1512 = -0.727 \) which differs only by rounding error.

Then using Equation 5, we estimate the standard error of the difference in \( 5^\circ \) by:

\[
\text{SE} = \sqrt{\text{var}(\hat{\beta}_2) + (\text{predict } t - \text{start } t)^2 \text{var}(\hat{\beta}_3)} = \sqrt{0.1128 + 24^2(0.0064^2)} = 0.034 = 0.185
\]

We then conducted a z-test assessing whether the difference in the predictions (considering the postintervention data or not) at 24 months into the intervention period equals zero by comparing \( z = \frac{\text{difference}}{\text{standard error}} = -0.703 / 0.185 = -3.79 \) to a standard normal distribution, for which the 2-sided test yields \( P < .001 \). Results indicate a statistically significant lower predicted logit (and corresponding lower probability of the outcome) with versus without the intervention at 24 months into the intervention period. Comparing predictions at 36 and 48 months after the start of intervention were even more significant, in line with the estimated decrease in log odds (or slope) of the outcome in the postintervention period reported in Table 2. Such an association could further be expressed as a percent difference in the predicted values.\(^{14}\) Note that Equations 3 and 4 and their difference are given on the logit scale above because we are using a logistic regression model and the logit, or \( \text{log}(p/(1-p)) \), where \( p \) is the probability of outcome, is a normally distributed variable, enabling inference with standard statistical tests. The estimated probability of outcome for either equation can be calculated by \( \exp(\text{logit})/(1 + \exp(\text{logit})) \).

**Analysis 2: Case-Level Data**

Case-level analyses for the outcome of rapid response activation (yes/no) were conducted on cases for which all listed potential confounding variables were available. We conducted 3 separate segmented regression analyses, with results given in Table 3.

**All Data, Confounder Adjusted.** For the primary analysis (top of Table 3), multiple records were retained for patients with >1 encounter. Segmented regression was conducted using a generalized estimating equation logistic model for 93,970 patients with 151,145 observations to adjust for confounding and within-subject correlation (exchangeable correlation assumed) on the repeated measurements for some subjects. This within-subject correlation is a different entity from the possible autocorrelation across data in a time series that was discussed earlier. The preintervention slope was significantly positive (ie, rejecting \( H_0: \beta_1 = 0, P < .001 \)). However, there was little evidence of a change in the outcome at the start of intervention to reject \( H_0: \beta_1 = 0 \) (\( P = .87 \)). Finally, there was insufficient evidence to reject \( H_0: \beta_2 \)

\( = 0 \) (\( P = .051 \)) of the slope changing in the postintervention period compared to preintervention at the .05 significance level, although it was close being deemed a more negative slope. In this analysis, therefore, the intervention was not deemed effective (ie, neither \( \beta_2 \) nor \( \beta_1 \) differed from 0).

**First Record Per Patient, Confounder Adjusted.** A second analysis used only the first observation for each patient, resulting in \( N = 93,970 \) observations. Using segmented regression and adjusting for confounding in a logistic regression model again showed a significantly positive slope in the preintervention period (\( P = .001 \)), not sufficient evidence of change in intercept at the start of intervention (\( P = .42 \)), and a decline in the slope (ie, in the unexpected direction) in the postintervention period compared to preintervention (\( P = .003 \)).

**First Record for Each Patient: Crude/Unadjusted.** Finally, analysis was done on the first observation per patient, but with no adjustment for confounding. Conclusions were the same as in Analysis B, so that confounding adjustment had little noticeable effect.

**Application Summary**

The conclusion from crude analyses ignoring the time trends was that the anesthesiologist-led Adult Medical Emergency Team was associated with better outcomes. In contrast, segmented regression analyses did not identify a benefit.

From the aggregated data on the rapid response activation outcome, our first conclusion was that the outcome increased over time in the preintervention period in each analysis, that is, when using all data, when using either the first or last record per patient, and whether or not adjusting for confounding. There was also a consistent, unexpected decrease in the log odds or slope of the outcome in postintervention compared to preintervention. Finally, there was no evidence of an abrupt change in the outcome just after the start of intervention compared to the end of preintervention when using all data, although a reduction was detected when using either the first or last observation per patient.

Results from the case-level data were similar to those of the aggregated data in having an increasing preintervention slope that decreased postintervention, but there was no evidence of an abrupt reduction after the start of intervention. In this study, more credence might be given to the subject-level data in Table 3 because we were able to use all patient data and adjust for within-subject correlation using generalized estimating equations, whereas the aggregated data analysis in Table 2 was not adjusted for within-subject correlation.

Our overall conclusion was that there was no evidence that changing the Adult Medical Emergency Team to being anesthesiologist led had a positive effect on the utilization of rapid response. Rather, the intervention might have slowed the progress in rapid response usage being made before the intervention.

**DISCUSSION**

Major health system processes are changed under the assumption that the changes will enhance care, reduce cost, or otherwise improve health care. But just as with drugs and
devices, the history of health care is that practice or system changes that seem likely to be beneficial often are not. Novel drugs and devices are always formally tested—and often formally often are not. Novel changes that seem likely to be beneficial and are studied were consistent across the entire study period. If so, then a non–confounder-adjusted comparison of the slopes and intercepts between the periods of interest in a segmented regression could be a valid analysis. However, such condition are unlikely and difficult or impossible to verify. We, therefore, argue for a more conservative and less “assuming” approach—adjusting as thoroughly as possible for available potentially confounding variables.

We conducted segmented regression on aggregated data as well as on subject-level data in our example of anesthesiologist-led versus medicine-led medical response teams, and generally reached the same conclusions from each. With either method, it is important to display aggregated data, so investigators can confirm that there are stable trends in each period, and whether the trends appear linear. Analyzing raw data generally improve power and allow inclusion of more detail as well as the natural variability in the outcomes and predictor variables. However, sometimes only the aggregated data are available. As well, aggregating data may help remove some effects of autocorrelation; for example, there may be complex autocorrelations in the subject-level serial data (eg, seasonal/holiday and provider effects) that are difficult to identify and completely remove by standard autocorrelation adjustments. However, when the main goal is to compare linear trends over extended periods of time, as in segmented regression, we argue that the presence of some residual autocorrelation and local perturbances may not be as relevant as in other settings (eg, when comparing concurrent groups on the mean). When conducting a segmented regression researchers may find that some of the main parameters of interest, such as slope, difference in slopes, or the intervention effect are not significant, suggesting that the model could be simplified. However, such simplifications can lead to unnatural

Table 3. Analysis 2: Case-Level Segmented Regression Analyses for Adult Medical Emergency Team Data on Binary Rapid Response Variable

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>Odds Ratio (95% CI)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept, β0</td>
<td>−5.25</td>
<td>0.14</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Time, β1</td>
<td>0.0198</td>
<td>0.0028</td>
<td>1.020 (1.014–1.026)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intervention, β2</td>
<td>−0.0112</td>
<td>0.0669</td>
<td>1.011 (0.867–1.127)</td>
<td>.87</td>
</tr>
<tr>
<td>Time_post, β3</td>
<td>−0.0063</td>
<td>0.0032</td>
<td>0.994 (0.988–1.000)</td>
<td>.051</td>
</tr>
</tbody>
</table>

First record per patient, confounder adjusted. Logistic regression model. N = 93,970

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>Odds Ratio (95% CI)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept, β0</td>
<td>−5.35</td>
<td>0.15</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Time, β1</td>
<td>0.028</td>
<td>0.004</td>
<td>1.028 (1.021–1.035)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intervention, β2</td>
<td>−0.07</td>
<td>0.09</td>
<td>0.93 (0.79–1.10)</td>
<td>.42</td>
</tr>
<tr>
<td>Time_post, β3</td>
<td>−0.012</td>
<td>0.004</td>
<td>0.988 (0.980–0.996)</td>
<td>.003</td>
</tr>
</tbody>
</table>

First record for each patient: crude/ unadjusted. Logistic regression model. N = 93,970

Same outcome aggregated by month in Table 2. Parameters explained in Table 2, Equation 1.

Time: months since start of study (1–36 preintervention and 37–79 postintervention). Intervention: 0 for preintervention, 1 for postintervention. Time_post: equals 0 in preintervention period and starts at 1 for first month in postintervention. Results: All 3 case-level analyses show a positive odds ratio for the preintervention slope (“time” variable), and a nonsignificant odds ratio at the start of intervention with the “intervention” variable. Using all data did not show a change in the slope between pre and post (P = .051), while both of the “first record per patient” analyses showed a change in the counterintuitive direction (ie, odds ratio significantly <1.0).
interpretations; it is thus usually preferable to use a full model, which has the added benefit of providing a more precise estimate of the effects of interest.

Threats to validity remain even after careful implementation of a segmented regression. First, there may have been competing interventions during the study. While known interventions can be included in a segmented regression analysis fairly easily, there are often many smaller interventions that are either unknown or cannot be measured easily or accurately. Another threat to validity is change in instrumentation or in the ability to measure the outcome of interest over the course of the study. Finally, even after thoroughly adjusting for patient, provider, and institution characteristics at each time point, selection bias may remain, especially if the composition of the population changes during the study period.

As with all observational studies, sensitivity analyses for segmented regression are encouraged as they help assess robustness of the chosen design and statistical methods. For example, robustness to the length of time intervals within each period could be assessed, as well as the effect of artificially introducing periodic perturbations to assess the robustness of the model to unknown events. In segmented regression, a good sensitivity analysis to assess how well confounding and other biases have been accounted is to assess the intervention effect on a variable that should not be affected by the intervention, in a so-called falsification or placebo analysis. If the intervention effect on such a purportedly unrelated variable is similar to the actual outcome variable of interest, and particularly if both show either a positive or negative “effect,” the main results should be considered suspect. We conducted such an analysis for the current study on the outcome length of hospital stay. Results (only presented here) indicated nonsignificant findings for preintervention slope ($P = .39$), change in mean at the start of intervention ($P = .58$), and pre–post difference in slope ($P = .74$), showing quite different trends over time and tests of pre–post differences from the outcome of interest, and thus somewhat bolstering the validity of our conclusions.

Segmented regression can easily be extended to include multiple intervention “events,” such as a progressive set of quality improvement initiatives. In such cases instead of modeling and testing trends in a single postintervention period compared to preintervention, the model can be extended to test several either adjacent or even overlapping intervention period. One would include the relevant segmented regression parameters for each new intervention (eg, binary indicator for each specific intervention, time variable starting at 1 for beginning of each new intervention, and intervention-by-time interaction variable). Segmented regression can similarly handle “breaks” between the preintervention and intervention periods, or between subsequent interventions, by properly coding the time variables. Along these lines, stepped-wedge designs need to space the “steps” between randomized inclusion of clusters to allow sufficient time for the intervention to be implemented and the outcomes measured.

Control charts can also be used to assess whether perturbations in a steady preintervention period coincide with the start of the intervention or with other known events.
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